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present, with students across 
the world protesting the on-
going genocide of Palestin-
ians, despite institutional 
condemnation, police vio-
lence, and the suppression of 
their speech [9, 10, 11].

The articles in this issue 
of XRDS investigate power 
and resistance across multi-
ple technological contexts—
within research, workplaces, 
universities, communities, 
and everyday practices. We 
begin with a conversation 
between Gabriel Schubiner 
and Nikhil Dharmaraj, or-
ganizers from No Tech for 
Apartheid and No Tech for 
Tyrants, respectively, who 
discuss the intersection of 
technology and settler colo-
nialism and how it connects 
to the historical and ongo-
ing genocides and violence 
happening in Kashmir and 
Palestine. By speaking about 
their personal journeys 
of becoming organizers, 
Schubiner and Dharmaraj 
emphasize the important 
roles tech workers and stu-
dents play in pushing their 
workplaces and schools to 
break ties with the military-
industrial complex.

David Widder unpacks the 
reasons why addressing ethi-
cal issues at both universities 
and technology companies is 
difficult. Drawing parallels 
between the testimonials of 
tech workers concerning AI 
ethics and vignettes of his 

This issue of XRDS was 
originally conceived 
with the theme of  
“technology and so-

cial justice.” Yet as we began 
to develop it, we couldn’t 
help but ask whether tech-
nology and social justice are 
fundamentally working in 
disparate, often opposing, 
directions. While technolo-
gy has led to positive chang-
es in society, it has also been 
used to create, claim, consol-
idate, and reify power. Social 
justice, on the other hand, is 
all about redistributing pow-
er to counter past and ongo-
ing oppression. Sometimes 
the injustices that we seek 
to right were forged or hard-
ened through technological 
means. 

Despite our belief that 
the majority of technolo-
gists hope their efforts will 
improve the world in some 
way, it is clear that people 
with greater power not only 
wield the ability to steer the 
course of technological de-
velopments but also to lever-
age technologies in ways that 
benefit themselves while 
enacting harm onto oth-
ers. Efforts to address social 
justice issues by technology 
companies and academic in-
stitutions often ring hollow. 
As our fellow peers and past 
XRDS guest editors Jordan 
Taylor and Adinawa Adjag-
bodjou stated in their “DEI 
in Computing” issue, efforts 

of social justice as currently 
practiced by these institu-
tions often “pay lip service to 
marginalized communities 
while avoiding meaningful, 
systemic change” [1]. We es-
pecially draw attention to 
ways that our departments 
and institutions have failed 
to work toward social jus-
tice in this present moment 
as we witness how the tech-
nologies we develop have 
contributed to the deaths of 
more than 34,000 Palestin-
ians since October 7 [2]. The 
world is currently witness-
ing how AI is being used 
overtly to select and target 
Palestinians in real-time [3], 
how semi-autonomous ro-
bot dogs are being used for 
military conquest in Gaza 
[4], and how drones are being 
used to shoot unarmed civil-
ians at close range [5].

At the same time, we have 
observed more and more 

research in our field and be-
yond that focuses on ways 
to mitigate harm and work 
toward better realities—in 
some cases by sharpening 
our understanding of power 
dynamics, and in other cases 
by changing them directly 
(e.g., Turkopticon,1 the Al-
gorithmic Justice League,2 
and Tech Otherwise3) [6, 7, 
8]. These cases show that you 
do not need to hold positions 
of significant power to effect 
change and that this work is 
both possible and necessary.

Yet, the ways we under-
stand power and resistance 
must extend beyond the 
technologies we build and 
the domains we study. We 
must interrogate our own 
positionality and praxis, as 
our everyday actions as tech-
nologists bear political sig-
nificance. We are inspired 
by the long lineage of tech-
nologists fighting against 
injustices: tech workers or-
ganizing their workplaces, 
computer science and engi-
neering students calling for 
their universities to divest 
from military and defense 
funding, and data scientists 
working alongside com-
munity activists to combat 
technologies used for polic-
ing and surveillance. And 
this lineage continues in the 

1 https://turkopticon.net
2 https://www.ajl.org
3 https://techotherwise.pubpub.org

Shifting Power Through Resistance: 
Social justice in practice

We cannot be 
immune to 
the immense 
potential for 
destruction 
that tech 
often wields, 
especially right 
now.

http://crossmark.crossref.org/dialog/?doi=10.1145%2F3665272&domain=pdf&date_stamp=2024-06-28
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ers have little agency. 
Reflecting on learnings 

from the CHI 2022 “Dream-
ing Disability Justice in HCI” 
workshop, members of the 
Disability Justice in HCI Col-
lective discuss how ableism 
not only drives the develop-
ment of inaccessible tech-
nologies but also prioritizes 
a focus on technocentric in-
terventions within the field 
more broadly. Drawing on 
tenets such as interdepen-
dence and intersectionality, 
they call on the HCI com-
munity to center disabil-
ity justice despite the many 
challenges of working within 
the ableist structures of aca-
demia and industry.

This issue concludes with 
a personal essay by Tyler 
Musgrave, who explores ways 
to find joy through creative 
inquiry, focusing on an art 
project where she translated 

experience as a computer sci-
ence Ph.D. student, Widder 
notes how these institutions 
are inherently set up to value 
quantitative knowledge over 
lived experiences under a 
false pretense of “neutrality.” 
This, in turn, disempowers 
individuals from speaking 
up about ethical concerns. 
Despite the power dynamics 
at play, Widder shows how 
students can still resist.

In the next article, Wil-
liam Agnew argues AI ethi-
cists should engage with 
anarchist principles that 
directly confront and resist 
existing power dynamics, 
rather than more passively 
working within them. These 
principles include direct ac-
tion, decentralization, build-
ing solidarity, commitments 
to dismantling harmful in-
stitutions, and radical imagi-
nation. According to Agnew, 
any attempts to address AI 
harms will have little impact 
if they are not informed by a 
radical praxis.

Alejandro Ruizesparza 
and Freddy Martinez from 
the Lucy Parsons Lab dem-
onstrate how they have put 
some of these principles into 
practice. An activist research 
collective based in Chicago, 
Lucy Parsons Lab calls at-
tention to the ways that 
techno-optimism enforces 
state and corporate domi-
nation, contributing to the 
proliferation of policing and 
surveillance technologies 
that harm Black and brown 
communities. Through rig-
orous research and coalition 
building, as well as by cen-

tering an abolitionist and 
prefigurative politic, they 
discuss how they actively 
fight to dismantle these car-
ceral technologies. 

Tajanae Harris examines 
the data practices of com-
munities, governments, and 
corporations in West Dallas, 
Texas, to find differences in 
power, values, and visions 
as they contend with one an-
other in the fight toward (or 
against) environmental jus-
tice. By interrogating the pol-
itics of data, Harris seeks to 
find opportunities for more 
participatory environmental 
decision-making processes 
where community voices are 
centered.

Similarly, Samantha Dalal 
examines data practices, but 
within the context of worker 
advocacy. She describes the 
complexities and tensions 
when workers seek enhanced 
visibility in their interactions 
with algorithmic manage-
ment systems by adopting 
their own data practices to 
contest management ac-
counts. Through the lens of 
her work with a labor union, 
she calls for a bottom-up and 
worker-centered approach to 
auditing algorithmic man-
agement systems. She also 
outlines ways researchers 
can best support workers in 
their advocacy efforts.

Divyanshu Kumar Singh 
and Palashi Vaghela draw 
on lessons from their field-
work to highlight how, de-
spite common narratives 
of “castelessness,” caste 
still persists within media 
and technological infra-

structures. Within this con-
text, they show how Dalits 
build power and resistance 
through technology. As 
caste has largely been ab-
sent in discussions of social 
justice, they charge readers 
to actively bring an anti-
caste commitment into 
their work and praxis.

Alex Ahmed shares her ex-
perience as a worker-owner 
and unionized member of a 
tech cooperative and what it’s 
like to work in a place with 
consensual decision-making 
and no hierarchies. Through 
her experiences, Ahmed 
shows that a more democrat-
ic workplace is not merely a 
far-off possibility, but an ob-
tainable and current reality. 
From this foundation, she 
calls on tech workers and re-
searchers to buck the trend of 
working for big and powerful 
tech companies where work-

Cella M. Sum

In 2020 researchers from Stanford and Georgetown published a study of 
commercial automated speech recognition (ASR) systems developed by Amazon, 
Apple, Google, IBM, and Microsoft; they found significant racial disparities when 
these tools were used to transcribe Black people’s voices.
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research findings into an an-
imated short documentary 
called “For Black Femmes.” 
Noting the inaccessibility of 
academia, this animation 
also supports the communi-
cation of research findings 
to a broader audience. With 
this work, Musgrave chal-
lenges us to each find our 
place of joy as a method of 
resistance. 

Although some of the 
topics in this issue may be 
considered controversial, 
history has shown that resis-
tance movements that work 
to shift power are inherently 
controversial because they 
work outside the status quo 
to instigate change. As tech-
nologists, we cannot be im-
mune to the immense poten-
tial for destruction that tech 
often wields, especially right 
now as we witness the tech-
nological furthering of rac-
ist policing, environmental 
destruction, genocide, and 
other forms of oppression. 
Referencing Ruth Wilson 
Gilmore who challenges us 
to imagine the possibilities 
of “non-reformist reform” 
[12], we echo Linda Huber’s 
call for technologists to ask, 
“How can we remain vigilant 
about the ways that the tech 
industry and academia may 

tend to co-opt or reformulate 
activist visions to avoid radi-
cal change? How can we be-
come skilled in identifying 
non-reformist reforms avail-
able to us in the domains of 
academic hiring and poli-
cies, in mentoring and teach-
ing, in designing and build-
ing technologies, and in 
managing funding streams 
and resources?” [13]. In the 
face of this, many scholars 
and activists are looking for 
ways to fight back and cre-
ate a more just world. We are 
honored to bring together 
the writings of some of these 
actors in these pages, and we 
urge readers to join them in 
conversation and action.
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Sometimes the 
injustices that 
we seek to right 
were forged 
or hardened 
through 
technological 
means. 
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